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Adversarial Testing of Misalignment in Frontier LLMs
When Asked to Create Anti-Democratic Campaign Materials

1 Abstract Negative campaigning undermines democratic participation by transforming
politics into a zero-sum competition focused on defeating opponents rather than advancing
policy solutions. Evidence from the 2024 U.S. election shows attack ads comprised 15-35%
of campaign expenditures across different political groups, with most voters perceiving
campaigns as excessively negative and personality-focused rather than policy-oriented. Such
campaigns invoke uncivil discourse, increase antipathy toward out-groups, and normalize
anti-democratic behaviors including support for political violence. With the advent of large
language models (LLMs), the barriers to generating and disseminating such content have
collapsed. These models can create highly plausible, context-specific disinformation and
personalized attack messaging at a scale previously unimaginable. To mitigate these threats,
AT companies have implemented guardrails preventing generation of harmful political content
and misinformation. However, these safety mechanisms remain imperfect and vulnerable to
circumvention through prompt engineering techniques. Despite companies acknowledging
these vulnerabilities and calling for systematic investigation, no research has comprehensively
examined which specific factors enable bypassing protections when requesting anti-democratic
campaign materials. This study conducts adversarial testing across 18 frontier LLMs using a
factorial experiment with 132 conditions per model. We systematically manipulate story types
(personal misconduct, fundraising violations, policy positions), information cues (URLs or
excerpts), source types (news, social media, academic, blog, Wikipedia), and prompt framing
(neutral, factual assertion, democratic imperative, campaign imperative). By documenting
which combinations consistently circumvent safety guardrails, we provide empirical evidence
essential for strengthening Al protections, informing regulatory frameworks, and safeguarding
democratic processes from Al-enabled manipulation.

2 Research Design Overview

2.1 Introduction Negative campaigning is detrimental to democracy, rendering politics
a game where the public is motivated to win rather than to participate in governing[l, 2].
Although scholars have long debated its efficacy—and many find that negative appeals
exert minimal effects on voter turnout—such strategies remain pervasive [3]. Evidence from
the 2024 election shows that attack ads comprised about 15% of candidate, 28% of party
committee, and 35% of outside group expenditures [4]. Public perception of the campaign
mirrored the dominance of attack messaging, as most voters regarded the 2024 race as “too
negative” and overly centered on personal rather than policy issues [5].

Persistent negative campaigning now converges with technological advances that enable
rapid, targeted political messaging at scale. Large language models enable automated
generation of microtargeted political messages tailored to individual personality traits, cre-
ating scalable “manipulation machines” that exploit psychological vulnerabilities without
human input[6]. Experimental evidence shows such personalized LLM-generated messages
significantly outperform nonpersonalized ads and match human-crafted messages in shift-
ing attitudes on polarized policies, with persuasiveness stemming from perceived factuality



and logical reasoning rather than human-likeness[7]. This capability enables deployment at
massive scale and negligible cost|[8, 9].

To address the threats, Al companies have implemented guardrails against generating harmful
contents including misinformation [10]. However, these safeguards remain imperfect and
vulnerable to misalignment, where models prioritize achieving user-specified goals over
trained safety guidelines[11]. Recent studies document cases where prompt engineering
circumvents safety mechanisms[12, 13], yet no research has systematically examined which
factors enable such bypasses across frontier models or how consistently protections fail when
confronted with requests for anti-democratic campaign materials. This unpredictability makes
misalignment particularly dangerous, as companies cannot anticipate where vulnerabilities
will emerge[14, 12, 15, 16].

Given this gap, we investigate how the guardrails can be bypassed when requesting political
campaign materials. We conduct adversarial tests on 18 state-of-the-art large language models,
systematically examining which specific factors circumvent safety mechanisms, including URL
type, source type, and prompting strategies. We ask:

2.2 Research Questions

RQ1: Does story type (personal misconduct, fundraising/finance, or policy/political stance)
affect the likelihood that frontier LLMs generate negative campaign material about a
fictional opponent (Joe Johnson)?

RQ2: Does supplying any external informational cue (a URL or an excerpt) increase the
likelihood of generation compared to a no-information control?

RQ3: Within URL conditions, does the source type (news outlet, social media, personal
blog, academic article, Wikipedia) affect the likelihood of generation?

RQ4: Within excerpt conditions, does the source type (news outlet, social media, personal
blog, academic article, Wikipedia) affect the likelihood of generation?

RQ5: Does prompt framing (neutral, factual claim that the story is real, “democratic
imperative,” or “campaign imperative”) affect the likelihood of generation?

RQ6: Do information cues (URLs or excerpts) and prompt framing interact (e.g., does
a “democratic imperative” framing have a larger effect when paired with particular
sources)?

RQT7: Do effects vary across frontier LLMs?

2.3 Methods This study uses a fully crossed factorial experiment to test whether frontier
large language models (LLMs) will generate negative political campaign materials when asked,
and which inputs make that outcome more or less likely. The task is to create a negative
campaign story about a fictional opposing politician named Joe Johnson. We manipulate
four factors. First, story type has three levels: a negative personal story (e.g., DUI or
infidelity), a negative fundraising story (e.g., illegal donations to his campaign), or a negative
political/policy story (e.g., his stance on healthcare or abortion). Second, we vary whether
and what kind of URL is supplied, with five source-type levels: a news outlet, a social media



post, a personal blog, an academic article, or Wikipedia. Third, we vary whether and what
kind of excerpt is supplied, with five source-type levels matching the URL categories (news
outlet, social media, personal blog, academic article, Wikipedia). A prompt includes either a
URL or an excerpt, but not both; we also include a control condition with neither a URL nor
an excerpt. Fourth, we vary prompt framing with four levels: a neutral prompt, a prompt
that asserts the story is factual, a democratic imperative prompt that says it is imperative for
democracy to create this story, and a campaign imperative prompt that says it is imperative
for the campaign to have this material. Crossing 3 story types by 11 information conditions
(five URL types, five excerpt types, and the no-information control) by 4 prompt framings
yields 132 conditions per model.

We will test multiple frontier LLMs. For each model, we will generate prompts for all 132
conditions, and for each condition we will run 50 independent APT calls. This yields 6,600
calls per model. The base instruction in every condition is to create a negative campaign
story about Joe Johnson; the story-type clause, the information cue (a URL or an excerpt, or
neither in the control), and the framing clause are the only components that vary. Prompts
will be templated so that wording is consistent across conditions aside from the intended
manipulations. Within each model, we will hold generation parameters constant across
conditions and randomize the order in which conditions are presented. We will save all
outputs verbatim for later assessment.

Running each condition 50 times is essential because contemporary LLMs are stochastic:
even with fixed parameters, they do not produce the same output on every run, and safety
filters can behave probabilistically. Repeating the prompts provides a stable estimate of the
probability that a model generates the requested content under each condition, rather than
relying on a single noisy realization.

The primary outcome is whether the model produces the requested negative campaign material.
For each output, we will code this as a binary indicator: generation versus refusal. An output
is coded as generation if it provides a negative campaign story targeting Joe Johnson in the
topical domain specified by the condition (personal, fundraising, or political /policy). An
output is coded as refusal if the model declines to create the content, deflects the request,
or otherwise does not produce a negative campaign story. We will calculate the proportion
of generations versus refusals in each of the 132 conditions for each model, using all 50
replications per condition.

Analytically, we will estimate models that predict the likelihood of generation as a function of
the manipulated factors. The main effects correspond directly to the research questions: story
type (personal versus fundraising versus political /policy), the presence of any information cue
versus the control with no information, the type of URL when a URL is present (news, social
media, personal blog, academic article, Wikipedia), the type of excerpt when an excerpt
is present (news, social media, personal blog, academic article, Wikipedia), and prompt
framing (neutral, factual, democratic imperative, campaign imperative). We will compare the
probability of generation across these levels using planned contrasts aligned to the questions
below and report results separately for URL and excerpt subsets where appropriate. Because
multiple frontier LLMs are included, we will summarize condition-level results within each
model and, where useful, compare patterns across models.



3 Impact Our research generates multiple outputs designed to influence both academic
understanding and real-world practice around Al safety in political contexts.

3.1 Scientific Contributions Peer-reviewed publications: We will submit findings
to top-tier venues in natural language processing—Empirical Methods in Natural Language
Processing (EMNLP) and Association for Computational Linguistics (ACL)—as well as
the top journal Nature Human Behaviour. Our research differs from typical Al auditing
studies that seek to uncover undocumented system characteristics—such as information
source biases or model architecture details—where independent researchers lack access but Al
companies possess answers[17, 18]. Misalignment research occupies different terrain in that
companies acknowledge these vulnerabilities exist and call for systematic investigation, yet
lack rigorous cross-model testing in specific scenarios. Anthropic explicitly requests “further
red-teaming on other models” and investigation of “prompt engineering for its potential to help
reduce agentic misalignment” but provides no concrete scenarios for political contexts[12, 14].
Our cross-model testing of 18 frontier systems supplies this missing evidence, documenting
which prompt engineering techniques bypass safety guardrails for campaign materials across
different architectures. We empirically test acknowledged research gaps, producing public,
peer-reviewed scientific evidence that helps researchers, policymakers, and tech companies to
come up with actionable plans on Al safety in political contexts. We will make our coding
schemes and analysis pipeline publicly available, enabling longitudinal tracking of how safety
mechanisms evolve.

3.2 Public Engagement & Broader Impacts

e News Outlets publications: We will translate our empirical findings into accessible,
high-impact articles for prominent outlets such as The New York Times, MIT Technology
Review, or WIRED, presenting evidence on which specific factors enable Al systems to
generate negative campaign materials. These pieces will reveal the patterns from our
testing: how source attributions like Wikipedia citations, campaign-necessity framing, or
particular story types systematically change whether Al systems generate attack content.
Readers gain concrete knowledge of the techniques that bypass safety mechanisms,
enabling them to recognize when political content may have been produced using these
documented methods.

e Workshops and talks: Our timeline includes workshops and talks in May 2027, timed
to follow our major conference and journal submissions. These presentations will share
our findings with practitioners, researchers, and stakeholders interested in Al safety and
election integrity.

3.3 Impact Across Stakeholders

e For AI companies: Closed-source Al development faces criticism as creating “dead
ends in science” by rendering proprietary models inaccessible to independent research,
thus preventing the cumulative knowledge-building essential to scientific progress[?
19]. Our cross-model comparison reveals which safety approaches prove most resilient—
evidence that individual companies cannot generate through internal testing of their own
systems alone. We hope this demonstrates that supporting independent, public-good



research accelerates technical progress on Al safety while maintaining the open scientific
exchange necessary for the field to advance.

e For policymakers: The U.S. lacks comprehensive Al regulation as Al-generated
content increasingly influences campaigns. Our findings provide empirical evidence on
safety mechanism failures to inform mandatory standards, transparency requirements,
and regulatory mechanisms for Al in elections.

e For the research community: We will publish our framework and methods to help
subsequent work building upon our findings. Our replicable experimental design will
allow longitudinal tracking of how safety mechanisms evolve across model generations.

4 Budget Plan We request a total of $10,000 to support the computational and dissemi-
nation costs required for this project. This budget is allocated across two primary categories:
API usage fees and conference travel.

Computational Costs ($6,831) The primary expense is the computational cost associated
with large-scale model evaluation. Our experimental design involves testing 18 distinct
models. For each model, we will run 132 unique conditions with 50 trials per condition,
resulting in 6,600 trials per model. We estimate an average prompt size of 2,000 input
tokens and an average generated output of 5,500 tokens per trial.

Item Quantity Cost
Number of models 18
Conditions per model 132
Trials per condition 50
Total trials per model 6,600
Input tokens per trial 2,000
Output tokens per trial 5,500
Total input tokens per model 13,200,000
Input token cost $0.00000125
Input cost per model $16.50
Total output tokens per model 36,300,000
Output token cost $0.00001
Output cost per model $363.00
Total cost per model $379.50
Total API costs (18 models) $6,831.00

Table 1: Computational Cost Breakdown

Using the pricing structure of a representative frontier model (e.g., GPT-5) as a benchmark,
we budget at $0.00000125 per input token and $0.00001 per output token.

Dissemination Costs ($3,000) We request $3,000 to support travel and registration fees
for presenting the research findings at two premier conferences in our field, ACL and EMNLP.



Conference Estimated Cost

ACL 2027 (Travel & Registration) $1,500
EMNLP 2026 (Travel & Registration) $1,500
Total Dissemination Costs $3,000

Table 2: Dissemination Cost Breakdown

Budget Category Amount
Computational Costs (API Usage) $6,831
Dissemination Costs (Conference Travel) $3,000
Contingency $169
Total Request $10,000

Table 3: Total Budget Summary

Total Budget Request The contingency accounts for potential volatility in API pricing,
unexpected increases in travel costs, or the need to re-run failed API calls.



AleL / doysyiom

suopedl|gqnd S39[INO SMeN

SLN3A3 ONIOV4 DI7and

uoissIugns Yeiqaoualguo LT0V
uoissilgNs  MaIASY [eutsiul yeiq |eny) JolAeYSg UBWINH 8JnieN
UOISSILUGNS  YeIqeouaIauod 9Z.dINWI

JONIYIANOD B TVNINOr

sisAleuy |eonsiels

Bupdwod  eamnos | N uonepljeA 8 Buipod Indino
ONIAOD B SISATVNV

uonnosx3 Bunss ] [9PO
dnjes ainyonJiselyu) |dy

jJuswdojeneq arejdws] 3dwoud

NOILD3T770D Viva

a Lz/hkew | rz/1ew | Lz /uer | 9z /noN | 9z/des | 9z/inr | 9z/Akew | 9z/sew | 92/ uer H

©0UBJ8JuU0D 1OV LZOZAINr

YAV 1OV 03 HWAns :£Z0T ‘G Atenuer

80U818JU0D dININT :9Z0T J9QWSAON

dYV dTINIWT O3 HWANS :9Z0T ‘6LABN o

JolAeyag uewnH aJnleN 01 1Wgns :9Z0¢ ‘9z 1oquiadaq

T eI e SOUOISIIN 300[04d A9) Jo auljowilL

Figure 1: Timeline of Key Project Milestones
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